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Rather general results are obtained for determining the nature of infinitesimal 
generators which can be admitted by a given differential equation. Simple criteria 
are given to determine whether or not (1) the infinitesimals of independent 
variables can depend only on independent variables and (2) the infinitesimal of the 
dependent variable can depend at most linearly on the dependent variable. Many 
examples are given. A trivial consequence of this paper is that an admitted Lie 
group, for any linear partial differential equation of at least second order, must 
have infinitesimals of independent variables depending only on independent 
variables and the infinitesimal of the dependent variable depends at most linearly 
on the dependent variable. This latter result previously has only been proved for a 
second order linear PDE. #~‘I 1990 Academic Press, Inc 

1. INTRODUCTION 

In the last century Sophus Lie developed the theory of continuous 
groups (Lie groups) of transformations. He showed that such transforma- 
tions can be characterized in terms of infinitesimal generators. Moreover 
Lie gave an algorithm to find the infinitesimal generators admitted by a 
given differential equation (DE). 

For any DE the admittance of a Lie group leads to the construction of 
a family of new solutions from any known solution. The admittance of a 
Lie group for any ordinary differential equation (ODE) leads construc- 
tively to a reduction of its order plus quadratures. If a partial differential 
equation (PDE) is invariant under a Lie group, one can construct special 
families of solutions called invariant solutions or similarity solutions. If a 
DE can be derived from a variational principle then admittance of a Lie 
group is a necessary condition in order to find conservation laws by means 
of Noether’s theorem. For recent references on Lie’s algorithm to find 
infinitesimal generators admitted by a given DE and various uses of Lie 
groups for DES see [l-4, 71. 
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To execute Lie’s algorithm for finding the admitted infinitesimals of a 
given DE, one must solve a system of coupled PDEs called the determining 
equations. These determining equations are always linear and homo- 
geneous in the infinitesimals and their derivatives and are generally over- 
determined. Their solution places a severe limitation on the applicability of 
Lie group methods to a given DE. Recently [S] symbolic manipulation 
programs have been established to set up and solve the determining 
equations. These programs, though powerful, are not guaranteed to 
complete their task. The likelihood of these programs to solve explicitly the 
determining equations is greatly enhanced if one can significantly reduce 
the number of determining equations to be analyzed by reducing the 
number of given variables on which the infinitesimals depend. 

In this paper, for an admitted group of a scalar DE, we give simple 
criteria to determine ‘whether or not (1) the infinitesimals of independent 
variables can depend only on independent variables and (2) the 
infinitesimal of the dependent variable can depend at most linearly on the 
dependent variable. The main results are summarized in terms of eight 
theorems. A trivial consequence of these theorems is that for any linear 
PDE of at least second order, an admitted Lie group must have 
infinitesimals of independent variables depending only on independent 
variables and the infinitesimal of the dependent variable depending at most 
linearly on the dependent variable. Previously Ovsiannikov [6, Chap. 61 
proved this latter result for a linear PDE of second order and in [3, p. 871 
Ovsiannikov states that it holds for the “majority” of linear DES. 

2. SETTING UP THE DETERMINING EQUATIONS 

We consider a scalar nth order DE, n 3 2 with m 3 1 independent 
variables, of the form 

j-(x, 24, 24, . ..) 24) = 0 
1 n 

(2.1) 

with dependent variable U, independent variables x = (x1, x2, . . . . x,); 
t represents all kth order partial derivatives of u with respect to x, k = 1, 

2 > . . . . n. We assume that (1.1) is linear in u with the coefficients of com- 
ponents of f depending only on (x, u). He”nce without loss of generality 
(2.1) is assumed to be of the form (n>2) 

anI.4 
~=Aiji*...in(X~U) 

ak 
ax, ax, ax,, + F(x, 24, 2.4, 1 . ..) ), (2.2) 

1 
. . . 

1, 12 
n-1 u 
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where we adopt the convention of summation over a repeated index; 
A,,il...ia(., 1’ Y Y u IS s mmetric in its indices with A,, , = 0. Where convenient, 
we use the notation u,~,, = c?ku/d.ui, dx,, . . ..?Y.,, k = 1, 2, 

Consider a one-paramek (E) Lie group of point transformations 

XT =X,(x, u; E) = xi+ &Cri(X, u) + O(2), (2.3a) 

u* = U(x, 24; E) = 24 + &7(X, u) + O(E2), (2.3b) 

with extensions 

u,* = Ui(X, u, u, E) = u, + &rp(X, 24, y) + 0(&Z), 
I 

U,T12 ,k = Uilj*...jk(X, u, yy . ..) y; &) 

= ui,i2 -ii +Eqj;;...,k (x, u, ‘;‘, ‘.., f’ + O(E2), 

i = 1, 2, . ..) m; i, = 1, 2, . . . . m, I= 1, 2, . . . . k with k = 1, 2, . . . . n. 
In terms of the total derivative operators 

(2.3~) 

(2.3d) 

D;=&+u,;+u++ ‘.. +UlilrZ... a 
, u/ ‘“-‘~~‘,!*.. &,’ 

q!l’=D.q-(D.5 )u. 
r I J’ 

i = 1, 2, . . . . m; 

rr,r.l...ik=“ikrl~*~.‘.‘,, i - (D;kSj)u,,,;*...,k~I' 

i, = 1 , 2, . . . . m for I= 1, 2, . . . . k with k = 2, 3, . . . . n; 

is the infinitesimal generator of the group of point transformations 
(2.3a, b); and 

x’w=g+‘ln +p2+ . . +#k). a 
'ax, au 1 au, lll2 lk au,,,, ,," 

is the infinitesimal generator of the kth extension of (2.3a, b), k = 1, 2, . . . . n. 
The group of point transformations (2.3a, b) is admitted by (2.2) if and 

only if 

x(n) fi-Ai,12 ( =O 
ax; 

.r,Uilj*...in-F(x, u, y, ...) (2.4) n 
U,) 

> 

when a”u/dx; satisfies (2.2). The resulting expression is an identity in the 
components of x, u, y, . . . . f;’ except for the component Pu/dx; of u. n 
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It is easy to see that (2.4) is equivalent to 

-X’“-“F(X,u, u )...) u )=O (2.5) I n-l 

after a”u/ax; is replaced by the right-hand side of (2.2). Equation (2.5) is 
the equation from which the determining equations are derived. 

3. MAIN RESULTS 

The main results of this paper can be summarized in terms of the 
following eight theorems which are proved in Section 4: 

THEOREM (I). Suppose a Lie group of transformations (2.3a, b) is 
admitted by PDE (2.2) with n 2 2, m > 2. Let 

A ll...lk=~k, k = 2, 3, . . . . m 

and let 

A,,...,=a,=-1. 

Suppose the coefficients {Aili ..;.} do not satisfy 

Az,iz..., = ( - 1 )“a,, a;* . . ain. 

Then @,/au = 0, i = 1, 2, . . . . m. 
If the coefficients { Aili*. in} do satisfy (3.1), then 

(3.1) 

atk x1 -= 
au -ak-, au k = 2, 3, .,., m. 

Moreover in this case the set of components with n th order derivatives in 
PDE (2.2) is reduced to the form 

ai,ai, “‘a,Ujlr2...;“. (3.2) 

THEOREM (II). Suppose PDE (2.2) is such that each coefficient Aili2...,. 
depends only on x, n > 2, m b 2. If a Lie group of point transformations 
(2.3a, b) is admitted by (2.2) then &$,/au = 0, i= 1, 2, . . . . m, tf there does not 
exist some point transformation of x such that (2.2) is equivalent to 

(3.3) 

for some function G(x, y, . . . . n u ,). 
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Moreover for a PDE of the form (3.3 ) 

a&. 
- = 0, 
all 

k = 2, 3, . . . . nl. (3.4) 

THEOREM (III). Suppose DE (2.2) (n 3 3, ma 1) is such thur 
F(x, 4 ‘;“, ...1 u ) is linear in the components of ,, u , with the coefficients of 

n-1 

components of ,, u , depending only on (x, u, u). Jf a Lie group of point trans- 

formations (2.3a, b) is admitted by (2.2) then r.?~,/&=O, i= 1, 2, . . . . m. 

THEOREM (IV). Suppose DE (2.2) (n 32, m 3 1) is such that 
f-(x, u, ‘;‘, . . . . u ) is linear in the components of ,, u , with the coefficients of 

n-l 
components of ,, u , depending only on (x, u). Suppose for any Lie group of 

point transformations (2.3a, b) admitted by (2.2) we have d~,/C?u=O, 
i = 1, 2, . . . . m. Then 82r]/&2 = 0. 

THEOREM (V). Suppose DE (2.2) (n> 3, m3 1) is such that 
F(x, u, y, . . . . n u 1) is linear in the components of ,, u , with the coefficients of 

components of n u , depending only on (x, u). If a Lie group of point transfor- 

mations (2.3a, b) is admitted by (2.2) then 

CL0 a24 
au ’ 

i = 1, 2, . . . . m and g=o. 

THEOREM (VI). Suppose PDE (2.1) (n> 3, m>2) is a linear PDE. If a 
Lie group of point transformations (2.3a, b) is admitted by (2.1) then 

1- at-- 0 
au ’ 

i = 1, 2, . . . . m and !LO, 
au2 

THEOREM (VII). Suppose PDE (2.1) (n 2 2, m > 2) is a linear PDE. Zf a 
Lie group of point transformations (2.3a, b) is admitted by (2.1) then 

--.l- ay -0 8% 

au ’ 
i = 1, 2, . . . . m and s=o. 

THEOREM (VIII). Suppose (2.1) is a linear ODE (m = 1) of order n B 3. 
If a Lie group of point transformations (2.3a, b) is admitted by (2.1) then 
setting { = &j,, we have 

at 8% z==o, Q=o. 
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4. PROOFS OF THE MAIN RESULTS 

First we consider the proof of Theorem (I). It is easy to see that vi,“;l.. ik 
is linear in the components of y if ka2. Moreover in (2.5) the terms 

depending on products of the components of 7 and u are J1 

(4.1) 

where a*u/ax: is replaced by Ail,z. ,,u~~,~ ..,“. Hence it must follow that 

where in (4.2) 

Equation (4.2) is a polynomial form in the products of components of y 

and ;. Consequently the coefficients of like polynomial terms must equal 
zero after using the substitution (4.3). 

Let 

ak=All.. Ik, k = 2, 3, . . . . m. 

Consider (4.2), (4.3). Setting to zero the coefficient of u,(Pu/&- ‘axk), 
k#l, we get 

xk z+na,%-(n-I)a,%=O, k = 2, 3, . . . . m. 

Hence 

at, atI -= 
au -ak-, au k = 2, 3, . . . . m. (4.4) 

It immediately follows that: 

(i) if ag,/au=o then ag,/au=O, j= 1,2, . . . . m; 

(ii) if ak = 0 then a&/au = 0. 
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Let 

Ud =A,,,, ., n cI,z-(iI I’ 0,. 

where i, = iz = . = i,, (i = 1, i,, ri+, = i,, flfI= ‘. =i,,=k# 1 so that 
a,,=a,. 

Setting to zero the coefficient of u,(~3”u/dx~ m axi) in (4.2), (4.3) k # 1, 
1 <a<n- 1, we get 

n! at, akagk --t 
(n-l)! at, 

(n - a)! a! &A (n- 1 -~)!a! au+‘~k au 

+I)! ack 
+(O-l)!(n-cr)!aDkX=O’ 

k = 2, 3, . . . . m. 

Equation (4.5) reduces to 

at, atk 
[nakaak+(n-a)a,+,,kl-++a,k-=oO, au au 

k = 2, 3, . . . . m, 1 < CT < n - 1. 
Substituting (4.4) into (4.6) we obtain 

xl 
[akack+an+l,kl~=02 k=2, 3, . . . . m, 1 da<n- 1. 

It immediately follows that if dt,/&#O, then 

a g+ I,k= -akarrk? k=2 ,..., m, l<abn-1. 

Hence if at ,/au # 0 then it is necessary that 

a ak=(-1)u+‘(ak)n2 k = 2, . . . . m, l<a<n-1. 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

Setting to zero the coefficient of u,(a”u/ax; ‘a&), k # 1, k # 1, I# 1, we 
get 

nakal~+(n-l)dll 3!+a ag,=, 
‘k’ au ' au (4.9) 

Substituting (4.4) into (4.9) we find that 

CA ,, lkl+ akall x = 0, k#l,k#1,I#1. (4.10) 

Hence if a[ ,/au # 0 then it is necessary that 

A Il...lkl= -akalj k#l, k# 1, I# 1. 
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If we proceed inductively by successively setting to zero the coefficients 
0f u,(a94/ax; -4 axj, axI . ’ . &,), 1# 1, j, # 1 for a = 1, 2, . . . . q, with 
q = 1, 2, . ..) II, then we find that for a< ,/au # 0 it is necessary that (3.1) 
holds. This completes the proof of Theorem (I). 

Now consider Theorem (II). Suppose uk = a,(x), k = 2, . . . . m. Under a 
transformation of coordinates y =y(x) the quantities a,(x) transform as 
components of a contravariant vector. Hence a system of coordinates can 
be found such that in it these components have values: a, = - 1, ak = 0, 
k = 2, 3, . . . . m. Then in terms of coordinates y the set of components 
with n th order derivatives will consist of only one component ull , . 
Equations (3.4) follow from (4.4). Hence Theorem (II) is proved. 

In considering Theorem (III), we focus on the form of F(x, U, y, . . . . n f, ) 

where n > 3, m 3 1. Suppose F(.x, u, u, . . . . u ) is linear in the components of 
I n- I 

.u 1 with the coefficients of components of .u 1 depending only on (x, U, y). 

Since q I:>: .I.‘, . , has no elements which are products of components of y and 

u , the coefficient of ul,(an-‘u/ax?-‘) in (2.5) is simply 
n-l 

where 

3 
N= 

if n=3, 
n(n + 1)/2 if ~24. 

Hence a<i/au = 0. This yields the proof of Theorem (III). 
In considering Theorem (IV) we further restrict F(x, u, y, . . . . u ) and 

n-1 
assume that F(x, U, ‘;‘, . . . . n f 1) is linear in the components of .: 1 with 

coefficients of the components of .f 1 depending only on (x, u). If II 3 3, 

m > 1, then from Theorem (III) it follows that @,/au = 0, i= 1, 2, . . . . m. For 
n = 2, m 2 1 we assume that ati/& = 0, i = 1,2, . . . . m. Then the coefficient of 
u, (a- - b/ax; - l) in (2.5) is simply 

where 

M= 
1 if n = 2, 
n if n >, 3. 

Hence d2q/au2 = 0, yielding the proof of Theorem (IV). 
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Theorem (V) is an immediate consequence of Theorems (III) and (IV); 
Theorem (VI) follows immediately as a special case of Theorem (V). 

Theorem (VI) combined with Ovsiannikov’s result [6, Chap. 61 for the 
case n = 2, m > 2, yields the proof of Theorem (VII). 

Theorem (VIII) also follows immediately as a special case of 
Theorem (V). 

5. EXAMPLES 

The following examples illustrate various aspects of Theorems (I)-( VIII). 

(I) Consider a second order PDE of the form 

(5.1) 

Suppose b2 # ac; i.e., consider (5.1) where it is either hyperbolic or elliptic. 
From Theorem (I) it follows that (5.1) can only admit a Lie group of point 
transformations with infinitesimal generators of the form 

(II) Consider a second order PDE of the form 

4x, Y, ~12 + Wx, Y, u) 
ah a% 

- + c(x, y, 24) --j ax ay ay 

+4-c YAg+e(x, y,u)$+f(x, y,u)=O. (5.2) 

Suppose b2 # UC. From Theorems (I) and (IV) it follows that (5.2) can only 
admit a Lie group of point transformations with infinitesimal generators of 
the form 

x=rlk l;)$+t2(x. y)$+ Cc+, y)+&, y)u] g. 

(III) Consider a third order DE of the form 

(5.3) 
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where x = (x1, x2, . . . . x,). From Theorems (III) and (IV) it follows that 
(5.3) can only admit a Lie group of point transformations with 
infinitesimal generators of the form 

x=r,c,,;+ [n(x)+B(x&. I 
(IV) Consider a third order ODE of the form 

(5.4) 

From Theorem (III) it follows that (5.4) can only admit a Lie group of 
point transformations with infinitesimal generators of the form 

x = 5(x) & + rl(x, u) f . 

(V) Consider a third order ODE of the form 

3 2 $F(x,u)$+G ,,.,g . ( > (5.5) 

From Theorems (III) and (IV) it follows that (5.5) can only admit a Lie 
group of point transformations with infinitesimal generators of the form 

x=ecx,g+ c~(x)+Bix)ul~. 

The following example illustrates that a PDE of the form (3.3) can have 
a5,/af.+o: 

(VI) The PDE 

(5.6) 

admits [4, p. 3171 

a a 
x= -x,udx,+2x*-&. 

The following example shows that Theorem (VIII) does not hold in the 
case of a second order ODE: 

409t145’1.5 
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(VII) The ODE 

d2u o -z 
dx2 (5.7) 

admits [4, p. 1061 
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